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Professional Experience
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2001-
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1998-2000
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Research Assistant MIT, Cambridge, MA

Research assistant at the MIT Computer Science and Artificial Intelligence Laboratory (CSAIL).
Projects include work on interdomain routing robustness, circumventing Web censorship (Infranet),
and the Congestion Manager project. More details are available on Page 5.

Technical Intern and Consultant AT&T Labs—Research, Florham Park, NJ

Research on interdomain traffic engineering and modeling. More details are available on Page 5.

Technical Associate Bell Laboratories, Lucent Technologies, Murray Hill, NJ

Designed and implemented a JavaBeans-based call filtering/disposition system which allows end
users to easily design a call flow based on various criteria.

Intern Hewlett-Packard Laboratories, Palo Alto, CA

Designed and implemented a transcoding algorithm for real-time conversion of MPEG-2 to H.263
bitstreams. More details are available on Page 6.

Technical Staff LookSmart Ltd., San Francisco, CA

Designed and implemented Web crawler, as well as monitoring and testing scripts for production
search engine system.

Teaching Experience

2002

2002-2003

Teaching Assistant, MIT Course 6.829, Computer Networks.
Contributed new problems to problem sets and quizzes, gave two lectures, and taught recitations
covering advanced topics.

M.Eng. research supervisor, MIT.
With Hari Balakrishnan, supervised Winston Wang, whose thesis on an implementation of the In-
franet anti-censorship system received MIT’s Charles and Jennifer Johnson Thesis Prize.
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Internet Routing

The Internet is composed of more than 17,000 independently operated networks, or autonomous systems (ASes), that
exchange routing information using the Border Gateway Protocol (BGP). Network operators in each AS configure
routers to control the routes that the routers learn, select, and propagate. Configuring a network of BGP routers is
like writing a distributed program where complex feature interactions occur both within one router and across multiple
routers. This complex process is exacerbated by the number of lines of code, by the absence of useful high-level
primitives in today’s router configuration languages, by the diversity in vendor-specific configuration languages, and
by the number of ways in which similar high-level functionality can be expressed in a configuration language. As a
result, router configurations tend to have faults. Faults in BGP configuration can cause forwarding loops, packet loss,
and unintended paths between hosts. Operators must be able to evaluate the effects of a configuration and be assured
that the configuration is correct before deploying it. My dissertation advances the state of the art in Internet routing by
devising fault detection and modeling tools for today’s Internet routing protocols and proposing a new Internet routing
architecture that alleviates many of the problems we uncovered in our work on fault detection and modeling.

Detecting Faults in BGP Configuration with Static Analysis MIT

rec, the router configuration checker, detects faults in the BGP configurations of routers in an AS using static analysis.
rcc detects two broad classes of faults that affect network reachability: route validity faults, where routers may learn
routes that do not correspond to usable paths, and path visibility faults, where routers may fail to learn routes for paths
that exist in the network. rcc enables network operators to test and debug configurations before deploying them in an
operational network, improving on the status quo where most faults are detected only during operation. recc has been
downloaded by more than sixty network operators to date. I presented ree to the North American Network Operators
Group (NANOG), and the tool has been used by several large backbone Internet Service Providers (ISPs) to successfully
detect faults in deployed configurations. This work was inspired by my work on the routing logic that I presented at
the 2003 ACM SIGCOMM Workshop on Future Directions in Network Architecture and appears at the 2nd USENIX
Symposium on Networked Systems Design and Implementation. We have also studied configuration faults as part of
several measurement studies. We presented an algorithm to detect route advertisements that violate peering contracts
and an empirical study of their prevalence at the 2004 ACM Internet Measurement Conference.

Modeling Internet Routing for Network Engineering MIT/AT&T Labs—Research

Since interdomain route selection is distributed, indirectly controlled by configurable policies, and influenced by com-
plex interactions with intfradomain routing protocols, operators cannot predict how a particular BGP configuration would
behave in practice. We devised an algorithm that computes the outcome of the BGP route selection process for each
router in a single AS, given only a static snapshot of the network state, without simulating BGP’s complex dynamics.
Using data from a large ISP, I demonstrated that the algorithm correctly computes BGP routing decisions and has a
running time that is efficient and accurate enough for many tasks, such as traffic engineering and capacity planning.
Studying the general properties and computational overhead of modeling the route selection process in each of these
cases provides insight into the unnecessary complexity introduced by various aspects of today’s interdomain routing
architecture. I used these insights to propose improvements to BGP that avert the negative side effects of various ar-
tifacts without limiting functionality. This work appeared in ACM SIGMETRICS 2004 and has also been submitted to
IEEE/ACM Transactions on Networking.

Internet Routing Architecture: Routing Control Platform MIT/AT&T Labs—Research

The limitations in today’s routing system arise in large part from the fully distributed path-selection computation that
the IP routers in an AS must perform. We proposed that interdomain routing should be separated from today’s IP
routers, which should simply forward packets (for the most part). Instead, a separate Routing Control Platform (RCP)
should select routes on behalf of the IP routers in each AS and exchange reachability information with other domains.
RCP could both select routes for each router in a domain (e.g., an AS) and exchange routing information with RCPs
in other domains. By selecting routes on behalf of all routers in a domain, RCP can avoid many internal BGP-related
complications that plague today’s mechanisms for disseminating and computing routes within an AS. RCP facilitates
traffic engineering, simpler and less error-prone policy expression, more powerful diagnosis and troubleshooting, more
rapid deployment of protocol modifications and features, enforceable consistency of routes, and verifiable correctness
properties. The architectural proposal for RCP appeared at the 2004 ACM SIGCOMM Workshop on Future Directions in
Network Architecture; the design and implementation of an RCP prototype won the best paper award at the 2nd USENIX
Symposium on Networked Systems Design and Implementation (NSDI).



Internet Measurement

Understanding End-to-End Internet Path Failures MIT

Empirical evidence suggests that reactive routing systems, which detect and route around faulty paths based on measure-
ments of path performance, improve resilience to Internet path failures. We studied why and under what circumstances
these techniques are effective by correlating end-to-end active probes, loss-triggered traceroutes of Internet paths, and
BGP routing messages. This work was the first known study to correlate routing instability with degradations in end-to-
end reachability. We found that most path failures last less than fifteen minutes. Failures that appear in the network core
correlate better with BGP instability than failures that appear close to end hosts. Surprisingly, there is often increased
BGP traffic both before and after failures. Our findings suggest that reactive routing is most effective between hosts
that have multiple connections to the Internet and that reactive routing systems could pre-emptively mask about 20% of
impending failures by using BGP routing messages to predict these failures before they occur. This work appeared at
ACM SIGMETRICS 2003.

End-to-end path failures are typically attributed to either congestion or routing dynamics. Unfortunately, the extent to
which congestion and routing dynamics cause end-to-end failures, and the effect of routing dynamics on end-to-end
performance, are poorly understood. In a follow-up study, we used similar techniques to find that routing dynamics
contribute significantly to end-to-end failures and, in particular, routing dynamics are responsible for most long-lasting
path failures. The study also finds that long-lived end-to-end path failures that involve routing dynamics are typically
caused by BGP convergence or instability. This work is the first to quantify the impact of routing dynamics on end-to-end
path availability; it was submitted to ACM SIGMETRICS 2005.

Network Security

Infranet: Circumventing Web Censorship MIT

An increasing number of countries and companies routinely block or monitor access to parts of the Internet. To coun-
teract these measures, we designed and implemented Infranet, a system that enables clients to surreptitiously retrieve
sensitive content via cooperating Web servers distributed across the global Internet. These Infranet servers provide
clients access to censored sites while continuing to host normal uncensored content. Infranet uses a tunnel protocol
that provides a covert communication channel between its clients and servers, modulated over standard HTTP trans-
actions that resemble innocuous Web browsing. In the upstream direction, Infranet clients send covert messages to
Infranet servers by associating meaning to the sequence of HTTP requests being made. In the downstream direction,
Infranet servers return content by hiding censored data in uncensored images using steganographic techniques. This
work appeared at the 1/th USENIX Security Symposium.

Adaptive Streaming Media Protocols

Reliable, Adaptive Video Streaming MIT

Video compression exploits redundancy between frames to achieve higher compression, but packet loss can be detri-
mental to compressed video with interdependent frames because errors potentially propagate across many frames. In my
Master’s thesis, I quantified the effects of packet loss on the quality of MPEG-4 video, developed an analytical model to
explain these effects, and presented an RTP-compatible protocol, called SR-RTP, that adaptively delivers higher quality
video in the face of packet loss. This work appeared at the 12th International Packet Video Workshop and was later
implemented as part of a streaming video server for MIT Project Oxygen. We also designed a scheme for performing
quality adaptation of layered video for a general family of congestion control algorithms called binomial congestion
control. This work appeared at the 11th International Packet Video Workshop.

Video Transcoding Hewlett-Packard Laboratories

We designed and implemented an algorithm that transcoded MPEG video input to a lower-bitrate H.263 progressive
bitstream, facilitating the transmission of a digital television signal over a wireless medium. This algorithm was the first
to use both spatial and temporal downsampling in an MPEG-2 to H.263 field to frame transcoder to achieve substantial
bitrate reduction. The proposed algorithm exploits the properties of the MPEG-2 and H.263 compression standards to
perform interlaced to progressive (field to frame) conversion with spatial downsampling and frame-rate reduction in
a CPU and memory efficient manner, while minimizing picture quality degradation. This work appeared at the IEEE
International Conference on Image Processing in 1999.



